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ABSTRACT
The execution of tasks for a mobile robot embedded in a dynamic
environment brings about several challenges, due to the dynamic
changes of the environment and the inaccurate perception of the
robot. This paper tackles the problem of on-line execution mon-
itoring when the agent has different tasks and several plan to ac-
complish them, as in the BDI framework. Our method considers
uncertainty in the duration of actions with a probabilistic model
of action duration, and evaluates the cost of each possible plan at
run-time in terms of probability of successful termination within a
desired expected time.
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1. INTRODUCTION
Robot plans are often simple, but rather tricky to formalize in

terms of conditions and state properties that must be verified by
the perceptive system. The relationship among planning, reasoning
about actions and robot control is defined in the so-called execution
monitoring component of a deliberative architecture [4, 3].

We propose an approach for execution monitoring, which takes
into account the duration of actions in order to properly evaluate
the chance of a plan to terminate successfully within a given time
limit. The evaluation of the probability of successful plan execution
is based on the on-line estimation of actions’ duration based on the
robot perception of the environment.

Although there has been some work in modeling durative actions
with continuous change [2], it assumes a deterministic duration of
actions. Given the uncertainty associated with the duration of robot
complex actions, we argue that this aspect should be modeled by
a probabilistic representation. Some work regarding probabilistic
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time models and computation of a probability density function for
plan durations has been developed in the framework of MDPs [6,
5], but the computation is carried out off-line and there is no exe-
cution monitoring process. The model we propose does not require
a specific action representation, nor an ad hoc planning approach;
rather, it is inspired by a BDI (Belief Desires Intentions) architec-
ture [1], where a set of plans are available for on-line plan selection.

2. PROBABILISTIC REPRESENTATION OF
ACTION DURATION

The duration of an action α is denoted by a χ2 probability dis-
tribution starting at time t0 and with σ degrees of freedom. Its
probability density function (pdf ) is:

χ2(t − t0|σ) =

j
1

2σ/2Γ(σ/2)
x(σ/2)−1e(t0−t)/2 for t > t0

0 for t ≤ t0
(1)

where Γ(·) denotes the Gamma function. Figure 1 shows some
examples of χ2 pdfs.

Figure 1: Examples of χ2 probability density functions, when
t0 = 0 and σ varies from 3 to 6.

The motivation underlying the choice of the χ2 distribution for
modeling action durations is manifold:

• it can model the fact that the execution of an action for a
robot requires at least some minimum time (i.e., t0), which
is a strictly positive quantity;

• most of the distribution lies in a small range of time values,
depending on σ, which describes the duration of the action
under normal conditions;
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• the distribution has a tail for t → ∞ which captures the
duration of the action under abnormal conditions.

3. UTILITY OF A PLAN
In this section, we present a method to derive the expected utility

of a plan from the value of its goal and the expected duration of the
actions. In order to do so, we need first to define the probability
that a plan terminates within a given deadline Tmax.

The probability density function of the duration of a plan can be
defined as follows. Given a plan Πi of a plan library Π and an
action α, the probability density function of the plan {Πi; α} (i.e.,
the sequence of Πi and α) is computed with a convolution of the
two pdfs associated to Πi and α:

p(t|Πi; α) = p(t|Πi) ∗ p(t|α) (2)

In this paper, we consider plans only as sequences of actions, al-
though the formalism can be extended to take more complex struc-
tures into account, such as conditional plans with sensing actions.
The probability distribution χ2 is closed under convolution, there-
fore the distribution describing a plan duration is again a χ2 dis-
tribution. Moreover, its cumulative distribution function (cdf) is a
Gamma function which is available in tabular form in many statis-
tical packages.

In general, the desired maximum execution time for a plan Tmax

depends both on the goal achieved by the plan GΠi and on the
current situation in which the robot is, represented by its current
execution state Sc. Hence, we write this terms as Tmax(GΠi , Sc)
and define the probability of successful termination of plan Πi from
the current execution state Sc as:

Λ(Πi, tc, Sc) = P (tend(Πi, tc) < Tmax(GΠi , Sc)) (3)

In addition to Λ we define a term U(GΠi , tc, Sc) as the utility of
achieving the goal GΠi , given the robot’s execution state Sc at time
tc. It is important to notice that both Λ and U depend on the current
time tc and the robot’s execution state Sc. Hence, they vary during
the plan execution either because the execution state changes or just
because time flows.

The expected utility of executing plan Πi, given S, is defined as

U(Πi, tc, Sc) = U(GΠi , tc, Sc) · Λ(Πi, tc, Sc) (4)

During the execution of the robot task, and consequently the evo-
lution of the current state Sc, the utility values are continuously re-
computed since the time variables tc and Tmax can change, as well
as the parameters of the χ2 function regulating the actions.

4. ON-LINE EXECUTION MONITORING
The on-line execution monitoring method proposed is based on

a probabilistic representation of action duration, and on evaluation
of the utility of plans by considering both the utility of the goal
achievement and the probability to successfully complete the plan
within a desired maximum time.

Algorithm 1 describes in detail the plan execution monitor. The
probability distribution of the duration of a plan is constantly eval-
uated on-line by the robot, based on the current robot execution
state, and does not require any re-planning or plan repair procedure.
During this step the parameters t0 and σ of the χ2 distribution are
recomputed according to the execution state of the robot. The com-
putation of the parameters depends on the implementation of the
actions, and it is, in general, domain dependent. If at some point
the plan with the highest goal utility is unlikely to terminate on time
(because the agent is stuck or the environment has changed), its ex-
pected utility will drop below the utility of some other plan, and a
plan switch will occur. Thus, during execution, we continuously
monitor the utility of plans in order to dynamically decide which
plan must be executed.

Algorithm 1 PLAN EXECUTION MONITOR

Variables:

Π :plan library
Πk̄ ∈ Π :current plan being executed
tc :current time
Sc :current state of the robot

procedure PlanMonitor(Π, tc)

1: Πk̄ = ∅
2: while True do
3: Sc = getCurrentState(tc)
4: Π� = getExecutableP lans(Π, Sc)
5: Πbest = argmaxΠk∈Π�∧k 	=k̄ U(Πk, tc, Sc)

6: if U(Πbest, tc, Sc) − CS(Πk̄, Πbest, Sc) >
U∗(Πk̄, tc, Sc) then

7: Πk̄ = Πbest

8: setCurrentP lan(Πk̄)
9: end if

10: end while

5. CONCLUSIONS
We have presented a novel approach to execution monitoring

that introduces a probabilistic representation of action duration,
and deals with the temporal analysis of actions at execution time.
As a consequence, the approach can be applied independently of
a specific approach to plan design/generation. The proposed exe-
cution monitoring can be embodied in a BDI architecture, where it
combines intention selection and plan selection. In this respect, it
specifically addresses some of the challenges that have been raised
in the dynamic reconsiderations of intentions.

We carried out a preliminary experimental analysis whose results
couldn’t fit the present paper. As a future work we plan to obtain
further evaluation results and to investigate the use of plan struc-
tures including hierarchical plans or conditional plans. Finally, we
aim at addressing the use of learning techniques to produce execu-
tion time estimation of action duration.
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